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Abstract:

A key building block of large-scale supercomputers is the compute node. In order to achieve industry-leading performance/Watt figures of merit at the system level, past IBM Blue Gene machines have relied on low-power processor engines customized for high-performance computing through substantially improved floating-point execution capabilities. That same class of processors also forms the core of low-end embedded processor systems. For reasons that are not hard to fathom, future Exascale-regime supercomputers as well as embedded systems deployed in mission-critical airborne systems: both have a need to worry about the energy-efficiency of the basic compute element involved in these systems. It is considered likely that the basic engine in either domain will be a many-core, possibly heterogeneous processor chip with dense embedded memory within the compute node. Exascale systems are also expected to provide strong performance per thread, to limit the explosion of concurrency arising from many cores.  The DoE-sponsored Exascale program has a stated (system-level) efficiency target of 50 GFLOPs/Watt. A key challenge in meeting such aggressive efficiency targets is that of system resilience - because rates of transient error incidence tend to get exacerbated at lower voltages. In this talk, we will first examine the challenges of meeting the targeted levels of energy-efficiency at the compute node in future Exascale systems, while adhering to fundamental resilience requirements. We will then propose a few high-level principles in energy-efficient resilience that we think are key to achieving the stated efficiency goals.
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