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Prediction Techniques Ranked
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Ad-hoc Analytical Models 3 2 4 |
Structured Analytical Models 2 1 4 |
Simulation — Functional 3 2 2 3 3
Simulation — Cycle Accurate 4 2 2 2 4
Hardware Emulation (FPGA) 3 3 3 2 3
Similar hardware measurement 2 1 4 2 2
Node Prototype 2 I 4 I 4

Prototype at Scale 2 1 4 I 2

Final System
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Prediction Techniques Ranked

Speed

Scalability

Ad-hoc Analytical Models
Structured Analytical Models
Aspen
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Similar hardware measurement
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Aspen: Abstract Scalable Performance Engineering Notation

. Representation in Aspen
Model Creation S T Model Uses
* Sharable
« Static analysis via compiler, . CO][Fposab'e - Interactive tools for graphs,
tools » Reflects prog structure queries
 Empirical, Historical * Design space exploration

» Manual (for future » Workload Generation
applications) » Feedback to Runtime Systems

E.g., MD, UHPC CP 1, Lulesh,
3D FFT, CoMD, VPFFT, ...
—':j"’“—-

—

Source code Aspen code —
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Researchers are using Aspen for parallel applications, scientific workflows, capacity planning, power, quantum computing, etc OAK RIDGE
K. Spafford and J.S. Vetter, “Aspen: A Domain Specific Language for Performance Modeling,” in SC12: ACM/IEEE International Conference for High Performance ~National Laboratory
Computing, Networking, Storage, and Analysis, 2012
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Manual Example

¥ branch: master =

aspen / models / lulesh / lulesh.aspen

.jsmeredilh on Sep 20, 2013 adding models

1 contributor

336 lines (288 sloc) 9.213 kb
i
/# lulesh.aspen
i

wora

/{ An ASPEN application model for the LULESH 1.81 challenge problem. Based
// on the CUDA version of the source code found at:

//  https://computation.llnl.gov/casc/ShockHydro/

i

param nTimeSteps = 1495

// Information about domain
param sdgeElems = 45
param edgeNodes = edgeElems + 1

param numElems = edgeElems"3
param numNodes = edgeNodes”3

// Double precision
param wordSize = 8

/{ Element data
data mModelist as Array(numElems, wordSize)

data mMatElemList as Array(numElems, wordSize)

data mNodelist as Array(8 * numElems, wordSize) // 8 nodes per element
data mlxim as Array(numElems, wordSize)

data mlxip as Array(numElems, wordSize)

data mletam as Arrayi{numElems, wordSize)

data mletap as Array({numElems, wordSize)

data mzetam as Arrayi{numElems, wordSize)

data mzetap as Arrayi{numElems, wordSize)

data melemBC as Array(numElems, wordSize)

data mE as Array(numElems, wordSize)
data mP as Array(numElems, wordSize)

Raw Blame

History

of LULESH

s 7S m

kernel CalcMonotonicQGradients {

execute [numElems]

{

loads [8 * indexWordSize] from nodelist
// Load and cache position and welocity.
loads/caching [8 * wordSize] from x
loads/caching [8 * wordSize] from y
loads/caching [8 * wordSize] from z

loads/caching [8 * wordSize] from xvel
loads/caching [8 * wordSize] from ywvel
loads/caching [8 * wordSize] from zvel

loads [wordSize] from volo

loads [wordSize] from wnew

Sfodx, dy, etc.

flops [98] as dp, simd

£ delvk delxk

flops [9 + 8 + 3 + 3@ + 5] as dp, simd
stores [wordSize] to delv_xeta

£ delxi delwi

flops [9 + 8 + 3 + 38 + 5] as dp, simd
stores [wordSize] to delx_xi

Jf delxj and delvj

flops [9 + 8 + 3 + 38 + 5] as dp, simd
stores [wordSize] to delv_eta

:(,OAK RIDGE
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Example Uses:

Table 2: Order analysis, showing Big O runtime for eac
benchmark in terms of its key

1

Benchmark Runtime Order
BACKPROP H#+O+H=+1
BI'S nodes + edges
CFD nelr * ndim
CG nronn + ‘n.r:r)l
HOTSPOT stmyime % rows * cols
JACOBI m_size % m_size
KMEANS nAttr * nClusters
LAPLACE2D n®

LUD matriz_dim?
MATMUL N=Ms=P
NW TrLr (:UL‘:‘-Q
SPMUL size + nonzero
SRAD niler  rows % cols

[paral neters,

Method Name FLOPS /byte
TnitStressTermsForElems 0.03
CalcElemShapeFunctionDerivatives 0.44
SumElemFaceNormal 0.50
CalcElemNodeNormals 0.15
SumElemStressesToNodeForces 0.06
IntegrateStressForElems 0.15
CollectDomainNodesToElemNodes 0.00
VoluDer 1.50
CalcElemVolumeDerivative 0.33
CaleElemFBHourglassForee 0.15
CaleFBHourglassForceForElems 0.17
CaleHourglassControlForElems 0.19
CaleVolumeForceForElems 018
CaleForceForNades 018
CaleAccelerationForNodes 0.04
ApplyAccelerationBoundaryCond 0.00
CaleVelocitvForNodes 0.13
CalcPositionForNodes 0.13
LagrangeNodal 0.1s
AreaFace 10,25
CalcElemCharacteristicLength 0.44
CaleElemVelocityGrandient 0.13
CaleKinematicsForElems 0.24
CaleLagrangeElements 0.24

Resource Exploration

Runtime (sec)

CalcHourglassControlForElems

CalcFBHourglassForceForElems

IntegrateStressForElems

CalcKinematicsForElems

CalcMonotonicQGradientsForElems
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Fig. 7: Measured and predicted runtime of the entire LULESH
program on CPU and GPU, including measured runtimes using
the automatically predicted optimal target device at each size.
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Fig. 8: GPU Memory Usage of each Function in LULESH,
where the memory usage of a function is inclusive; value for
a parent function includes data accessed by its child functions
in the call graph.
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Figure 1: A plot of 1deahz.ed conculrency by chronological
phase in the digital spotlighting application model.




Aspen allows Multiresolution Modeling

Scenario Scope
a ™\

Wide-Area Networking,

Distributed Scientific Workflows Files, Many HPC systems,
and Archives

Computation, Memory,

HPC System Communication, 10
\_ )
\u
Nodes Computation, Memory,
Threads
= > :_Q,OAK RIDGE
National Laboratory



Node Scale Modeling with COMPASS
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COMPASS System Overview

* Detailed Workflow of the COMPASS Modeling Framework

Optional feedback for advanced users

Input Program OpenARC IR with

source code :
Analyzer Aspen annotations

~spen IR Generator

Program
characteristics ASPEN IR
(flops, loads, stores, Aspen application

etc.) Aspen model

Performance Aspen IR

Runtime prediction Prediction Tools Postprocessor
Aspen machine

- model
Other program
analysis

S. Lee, J.S. Meredith, and J.S. Vetter, “COMPASS: A Framework for Automated Performance Modeling and Prediction,” in ACM %Qﬁﬁﬁlﬁgﬁg
International Conference on Supercomputing (ICS). Newport Beach, California: ACM, 2015, 10.1145/2751205.2751220.
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int N = 1024;
void matmul(float *a, float *b, float *c){ int i, j, k ;
#pragma acc kernels loop gang copyout(a[0:(NxN)]) \
copyin(b[0:(N*N)],c[0:(N*N)])

for (i=0; i<N; i+4+){
#pragma acc loop worker

for (j=0; j<N; j++) { float sum = 0.0 ;
for (k=0; k<N; k++) {sum+=Db[i*N+k]*c[kxN+j];}
a[ixN+j] = sum; }

} //end of i loop
} //end of matmul()
int main() {

int i; float *A = (floatx) malloc(N«N=xsizeof(float));

float *B = (float*) malloc(N*Nxsizeof(float));

float *C = (float*) malloc(NxNxsizeof(float));

for (i =0;1< N=xN;i4++)

{ AJi] = 0.0F; BJ[i] = (float) i; C[i] = 1.0F; }
#pragma aspen modelregion label(MM)

matmul(A,B,C);

free(A); free(B); free(C); return 0;
} //end of main()

000 =] D U e Wb

MM example generated from COMPASS

model MM {
param floatS = 4; param N = 1024
data A as Array((N=N), floatS)
data B as Array((N+N), floatS)
data C as Array((NxN), floatS)
kernel matmul {
execute matmul2_intracommIN
{ intracomm [floatSx(N=*N)] to C as copyin
intracomm [floatS+(NxN)] to B as copyin }
map matmul2 [N] {
map matmul3 [N] {
iterate [N] {
execute matmulb
{ loads [floatS] from B as stride(1)
loads [floatS] from C; flops [2] as sp, simd }
} //end of iterate
execute matmul6 { stores [floatS] to A as stride(1) }
} // end of map matmul3
} //end of map matmul2
execute matmul2_intracommOUT
{ intracomm [floatS*(N*N)] to A as copyout }
} //end of kernel matmul
kernel main { matmul() }
} //end of model MM

OAK RIDGE

- National Laboratory




Annotation Overhead

Annotation Overhead
(%)

Benchmark Name Lines of Code Lines of Annotation

JACOBI
MATMUL
SPMUL
LAPLACE2D
CG
EP
BACKPROP
BFS
CFD
HOTSPOT
KMEANS
LUD
NW
SRAD
LULESH

ng
-National Laboratory



Example: LULESH (10% of 1 kernel)

kernel IntegrateStressForElems

execute [numElem_CalcVolumeForceForElems]

loads 1*aspen_param_int)*8l)] from elemNodes as stride(1)
loads [((1*aspen_param_double)*8)] from m_x
loads [((1*aspen_param_double)*8)] from m_y
loads [((1*aspen_param_double)*8)] from m_z _
loads [(1*aspen_param _double)] from determ as stride(1)
flops [8] as dp, Simd

flops [8] as dp, simd

flops [8] as dp, simd

flops [8] as dp, simd

flops [3] as dp, simd

flops [3] as dp, simd

flops [3] as dp, simd

flops [3] as dp, simd _

stores [(1*aspen_param_double)] as stride(0)
flops [2] as dp, simd .

stores [(1*aspen_param_double)] as stride(0)
flops [2] as dp, simd _

stores [(1*aspen_param_double)] as stride(0)
flops [2] as dp, simd _

loads [(1*aspen_param_double)] as stnde(O&

stores [(1*aspen_param_double)] as stride(0)
loads [(1*aspen_param_double)] as stnde(&
stores &1*aspen_param_double ]as st_rldeg )
loads [(1*aspen param_double)] as stride(0)

- Input LULESH program: 3700 lines
of C codes

- Output Aspen model: 2300 lines of
Aspen codes

%OAK RIDGE
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Model Validation

] FLOPS LOADS STORES

MATMUL 15% <1%
LAPLACE2D 7% 0%
SRAD 17% 0%
JACOBI 6% <1%
KMEANS 0% 0%
LUD 5% 0%
BFS <1% 11%
HOTSPOT 0% 0%
LULESH 0% 0%

0% means that prediction fell between measurements from optimized

and unoptimized runs of the code.

1%

<1%

0%

<1%

8%
2%
0%
0%
0%

%OAK RIDGE
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Model Scaling Validation (LULESH)
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Performance Modelin
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cientific Workflows

see our Panorama

oster)

Distributed Scientific
Workflows

\ HPC System /

odes

Panorama
The Pancrama groject 4k o hathe: te underanding of S Betanr of ceels

Ewa Deolman, Chrisiopher Ganathers. Anirban Mandal, Brian Tesmay, Jeffrey Vetter, llya Baldin, Claris Castilo, Gidecn
Juve, Dariusz Kndl, Vickie Lynch, Ben Mayer, Jeromy Maredith, Thomas Proffen, Paul Ruth, Ratael Femeira da Sia

{\w Panorama: Modeling the Performance of Scientific Workflows
ANORARNAA

eling

Anabysts Toalkit

Paadaling ind Siagreaing e furtins pirformints of cmplas wiathc worfoe i 22
matsing

el purales syiterr perndation s 4 @ ki S (et can
atnsion e sadtiverd miskflow parlinmaceis i badar’s s Rty geseration
tsctures, wAich £4n Be st 15 movve the varil workfiow perdmascs ind

. idges Ihe gap
maxdeing methods and functonal imusion 1ooh

* DL apgenach 10 snalybcal modeing 1liows mare securite Eatne
o comisol lhow and sigarithic resouce utage.

maoey
gty e gy analyil syt reavbaing sebmar, the BOGY sirmdati
[ agseusar

The: Daavior of DOE: relevarm BOICON. Yo Then DexTibe Niow ArahTs madels (30
b serneltions pplcation
B M T T S ey
Bpphation Lk schechuing, dis mstagersest witen The appston. elc. Finady, oul
apprasch

o - n
initeal workliow tasks s well 3 ifuaDE and Pegnus DA
% e

. 00ES e
B simulate network behavior not Areeraies, smomaly nosfeations.
iy e g skl which are i pilayed i the web

‘Spallation Newtron Source [SNS)

s o derly parameten that £

data feoim SMS
Currmatly besng used for mal scence
Ertlems

Large runs sse 20 parameter values

+ Targeting: 1/ (read, write], memory, U < E i
= Supgorts serial, mlth Uhizaded. LM jobs wath — —
wihaut recempding code e .

* vette 0l modelng, analls, and predicrion 100k
+ Cas, €. Pylhon, sl Lnd nertace 50 e Aspen Bivary can be uied
10 £1wate cusom Gueties ane narvel anshyas tooh

Warkflow Medeling with Aspen

+ Black bpm redeling sl deviven. machine independant srcue
urag from d3ts colectad Mo RAGT R 308 SASTIICHlY CRateT
p

Predctive anahst for siu MAERRIL WA PAFMRMAT! LATIREY

————— e P
[ |

BEREE SUAThL

Thass 00
B st ie” LE gt et et & masbes g 8 ik of mich “stwerd”
bt o 1L COrTERELES 3 “LONGA’ phees The “rilmeed” phat Bt ¢ whes sl

Waorkflow Manitaring — =

o+ Realtime collecron of e e Sl woriew = =

= In the process of kmglementing @ath falection
for CPU gerbeemante counters aisg RAR —y -
Infrastructure Manitaring [t
* Collecting time series of infrainucturs behsior
= Feemning on natwork behiniar (Thioughpet.
pachet loss, eac], sorage [cisk /0], inad, et ey
= Warking o integration with PerfEONAR

Experimental funs

and require
Runfiing o0 Hopeer & NERSC

s o Hopper at WERSC
+ Muliple runs ining diferent aspication
parametens (inguts, timei2ept, Beorm, ezl

smay

ek

Accelersted Climate Modeling + Curranily aneyring the e 10 ancieniand
for Energy |ACME]
e Anomaly Detection

fand, atmosphere and ice
Oimatologes and diagrostics gre
smimares of data Carralating Manitoring of T ——
£ach stage of he t
AEME e for o bt vieps — heips + Comcemmting on 0 perionmancs :-:"""-lmﬂ'llv:bdu» t

o ) W L s workfiaw rums o the |

@ NERSC and Titan @

1o merinoring 110 toothed uting Pegasin i
+ Idastructure mesuremens puhed Lo LSRR
0 influste o + Tha time et dusa sl tpikes

MG-RAST

= Workllow b matagesome sy
o Supheases funczionality of the

wat_ write_trtes, etr. pa— —.
Detection and Alesting i
* Working on oniine seabysi; of tne

schine gahemay

j
£
i
i
H

poogle.

USCViterbi @ Rensselaer

et Eagasoig.

funded by the US
under Grast #0E-5C0012636

.OAK RIDGE

National Laboratory



Workflow: SNS

Nanoescale-Ordered Materials
Dittractometer INOMAD) - BL-18
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1
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Figure 2: The SNS refinement workflow executes a parameter
sweep of molecular dynamics and neutron scattering simulations
to optimize the value for a mrget parameter to fit experimental
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End-to-end Resiliency Design using
Aspen
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Resiliency Modeling with Aspen

End-To-End Arguments in System Design

J. H. SALTZER, D. P. REED, and D. D. CLARK
Massachusetts Institute of Technology Laboratory for Computer Science

‘This paper presents a design principle that helps guide placement of functions among the modules of
a distributed computer system. The principle, called the end-to-end argument, suggests that functions
placed at low levels of a system may be redundant or of little value when compared with the cost of

* End-to-End system design for Extreme-scale HPC oo e o b b Exele Sl e e e b
edgmen w-level mechanisms to support these functions are justified only as performance enhance-
— Why pay redundant costs for power, performance, etc? e, o support these fnctions areustfed only sepert
CR Categories and Subject Descriptors: C.0 [General] Computer System Organization—system
architectures; C.2.2 [Computer-Communication Networks]: Network Protocols—protocol archi-
tecture; C.2.4 [Computer-Communication Networks]: Distributed Systems; D.4.7 [Operating
. . e Systems]: Organization and Design—distributed systems
« We introduce a new metric, the data vulnerability factor (DVF) o tensbuin ’
— Quantlfylng VUInerablllty Of data Structures Additional Key Words and Phrases: Data communication, protocol design, design principles
— Avoiding the isolation between application and hardware 1. INTRODUCTION
. . Choosing th boundaries bet: functions is perhaps the pri tivit;
- We measure DVF based on Aspen, a domain specific of the compute system designer. Desgn principles that provide guidanco n this
I ang u age for SyStem mo de“ng c_hcnce of function placement are among the most lmp?rtant tools of a syst:em
* We categorize memory access patterns of scientific DVES DV Tor a speciiic data STachms
applications from a spectrum of computational domains FIT Failure rate (i.., failures per billion hours per
. . Mbit)
— Dense linear algebra, Sparse linear algebra, N-body method, - S
Structured grids, Spectral methods, and Monte Carlo 5 S pplicarion execution time
. . . Nerror Number of errors that could occur to a specific
* We demonstrate the significance of DVF by two case studies data structure during application execution
. : . : Nha Number of accesses to hardware (the main
Algorithm optimization memory in this work)
— Data protection quantiﬁcaﬁon n Number of major data structures in an appli-
cation
DV F, DVF for the application
%OAK RIDGE
L.Yu, D. Li et al., “Quantitatively modeling application resilience with the data vulnerability factor (Best Student Paper Finalist),” in SC14: International Conference ~National Laboratory

for High Performance Computing, Networking, Storage and Analysis. New Orleans, Louisiana: IEEE Press, 2014, pp. 695-706, 10.1109/sc.2014.62.




Data Vulnerability Factor:
Why a new metric and methodology?

 Analytical model of resiliency that includes
Important features of architecture and

application
— Fast
— Flexible

» Balance multiple design dimensions

End-To-End Arguments in System Design

J. H. SALTZER, D. P. REED, and D. D. CLARK
Massachusetts Institute of Technology Laboratory for Computer Science

‘This paper presents a design principle that helps guide placement of functions among the modules of
a distributed computer system. The principle, called the end-to-end argument, suggests that functions
placed at low levels of a system may be redundant or of little value when compared with the cost of
providing them at that low level. Examples discussed in the paper include bit-error recovery, security
using encryption, duplicate message suppression, recovery from system crashes, and delivery acknowl-
edgment. Low-level mechanisms to support these functions are justified only as performance enhance-
ments.

CR Categories and Subject Descriptors: C.0 [General] Computer System Organization—system
architectures; C.2.2 [Computer-Communication Networks]: Network Protocols—protocol archi-
tecture; C.2.4 [Computer-Communication Networks]: Distributed Systems; D.4.7 [Operating
Systems]: Organization and Design—distributed systems

General Terms: Design

Additional Key Words and Phrases: Data communication, protocol design, design principles

1. INTRODUCTICN

Choosing the proper boundaries between functions is perhaps the primary activity
of the computer system designer. Design principles that provide guidance in this
choice of function placement are among the most important tools of a system
A = - S 2

- App“CatIOn reqU|rementS DV Fy DVF for a specific data structure
FIT Failure rate (i.e., failures per billion hours per
. : ; Mbit)
ArChIteCtu re (memory CapaCIty and type) T Application execution time
Sq Size of data structure
1 FERr B Nerror Number of errors that could occur to a specific
¢ FOCUS On m al n memo ry In Itlal |y data structure during application execution
Nha Number of accesses to hardware (the main
. Lt gyt . . memory in this work)
* Prioritize vulnerabilities of application data |- Number of major data structures in an appli-
cation
DV F, DVF for the application
L. Yu, D. Li et al., “Quantitatively modeling application resilience with the data vulnerability factor (e ; >

SC14: International Conference for High Performance Computing, Networking, Storage and Analysis. New Orleans, Louisiana:

IEEE Press, 2014, pp. 695-706, 10.1109/sc.2014.62.
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Workflow to calculate Data Vulnerability Factor

————————————— I |—— e —————y
: Hardware Information : Execution = LA_pEIi_{:a_tiErlIEfEr_m_at_io_n_!
{ | Failure Rate | - m Time g- l
I 4
[ Cache Configuration ] g _l S (—[ Aspen Model ]
e o o o o — 1 —————— I | g 5 I
= Number of E_ ——————————————
n I j .
(Extended Aspen Model J—1 & | | "N | L) Architectural information |
o
———  —————nN |5
[ Size | [Stride | [ Access Pattern | S,
1 1 ) \ 4
1] Template || Other Parameters J1 | = Number of
- | —3>1 DVF
I Date structure Information I R Access

¥ OAK RIDGE
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An Example of Aspen Program for DVF

procedure VM(A,B,C)
fori €« 1, 1000 do —
C[i] € C[i] + A[i*4] * B[i*8] Resilience Statements:
end for Footprint Sizes:
end procedure Int: 16,000
Data Structures:
Pseudocode 1 Ident: matA
Access Pattern: Stream
kernel vecmul { Int: 4
execute mainblock?2 [1] Int: 16
{ Extended Resilience Statements:
flops [2*(n"3)] as sp, fmad, simd Parser Footprint Sizes:
access {1000} from {matA} as stream(4,16) S Int: 16,000
access {4000} from {matB} as stream(4,32) Data Structures:
access {8000} from {matC} as stream(4,4) Ident: matA
} Access Pattern: Stream
} Int: 4
Int: 16
Extended Aspen Statements Resilience Statements:
Footprint Sizes:
Int: 16,000
Data structure A: EXtend_ed Data Structures:
Number of errors: 30,400 Complier Ident: matA
Number of memory accesses: 51 € Access Pattern: Stream
DVF: 105504e+06 Int: 4
Int: 16
Resilience Modeling Results Syntax Tree
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DVF Results
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Data Structure

(a) Vector Multiplication
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Data Structure

(d) Multi-grid

Provides insight for balancing interacting factors

A X p i CG
Data Structure

(b) Conjugate Gradient
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Data Structure

(c) Nbody (Barnes-hut)

x 10°

I 16KE Cache
[ 128KB Cache

e I 1MB Cache  [ooemieenemneenee
[ 18MB Cache

—16KB Cachel
[ 128KB Cache
002- ................... I:‘IMB Cache |-
[__18MB Cache
001 6 L R B R B T B e P e i ]
p
D 0 01 2 Leoveeeeo.. . ]
0008 (U PN S
0004 (U PN S
8 X FT
Data Structure
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DVF: next steps

- Evaluated different * End-to-End analysis
architectures — Where should we bear the cost
— How much no-ECC, ECC, NVM? for resiliency?

* Not everwhere!
 Evaluate software and

applications

— ABFT

— C/IR

— TMR

— Containment domains
— Fault tolerant MPI

¥ OAK RIDGE
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Summary

« Our community has major challenges in HPC as we move to extreme
scale

— Power, Performance, Resilience, Productivity

— New technologies emerging to address some of these challenges
* Heterogeneous computing
« Nonvolatile memory

— Not just HPC: Most uncertainty in at least two decades

* We need performance prediction and engineering tools now more than
ever!

« Aspen is a tool for structured design and analysis
— Co-design applications and architectures for performance, power, resiliency
— Automatic model generation
— Scalable to distributed scientific workflows
— DVF — a new twist on resiliency modeling ¥ OAK RIDGE

- National Laboratory
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