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Motivation

"If you can not measure it, you can not improve it."

Lord Kelvin
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Goal

System
Software Construct integrated
performance models of
high performance
l systems
Applications

Architecture
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Needs and Capabillities

Need to distinguish between modeling and engineering

Modeling Engineering

= Performance models of = Construction of software or
complex phenomena hardware implementations

m Abstract behaviors of = Modularity, composition,
interest interoperability

= Draw upon a palette of m Practical determinant of
mathematical and ease of use

simulation techniques
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Energy Scaling is the Key Driver

Embedded Platforms Big SC|ence To Exascale

Cost of Data Movement Goal: 20MW/Exaflop

Goal: 1-100 GOps/w
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Courtesy: Exascale Grand Challenge Program (Sandia National Labs :R. Murphy).
. Sustain performance scaling through massive concurrency
- New execution models
. Data movement more expensive than computation
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Fidelity vs. Scale

Large Graphs
Multi-resolution &

m Interactions between core,
network, and memory
hierarchy

= Full System Simulation

[ System Software ] = Boot OS, compiled application
binaries, cycle-level timing models

Memory

= mHigh Level Models
emory
mnwm = Analytic models of system
= behavior and application demand

Memory
gy oy oy oy | ]
Network s Intermediate Models

b o memamomemomemamomamomim b
= E.g., Trace-based, dependency-

- I\Fan EOI’EPI’E:GSEOF- b ’d . ) I I/
m ased, statistical etc.
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Spectrum of Solutions

Highest performance
LOW%%&;/Z‘(ZZZ? e ‘ Highest cost
Software
Siﬁ‘]olfg\’é?orr?s' Simulation: Accelerated FPGA-Based Custom
Serial Parallel Simulation Prototyping  Prototyping
(e.g., SIMICS, (e.g., Manifold,  (€-g, FAST) (e.g., RAMP)
GEMS, etc) COTSon)

= Models should be portable across methodologies
= Mature point tools, e.g., cores, memory systems, etc.

= Cull the design space prior to committing to hardware
prototyping or hardware acceleration strategies
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The State of the Practice

= System complexity is outpacing  System complexity
simulation capacity
= Cannot perform analysis at scale o
O]
mIslands of mature models/simulators é
x Monolithi_c, custom, not built for I%’ P
composition or re-use :
———— Simulation capacity
mNeed to move to the new
performance scaling curve Time

Need to scale simulation capacity
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Challenges and Opportunities

1. Parallelism

2. Model Accuracy and Validation
3. Heterogeneity and Parallelism
4. Multi-scale

5. Energy/Power Stack

6. Coupling Physical Models

7. Workloads and Characterization

8. ENngineering a Simulator
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1. Need for Parallelism

Logical Process (LP)

CPU|CPU

L1$ 1 1L1$
L2$

A

A 4 !

1
| router ¢

Parallel Simulation
Kernel (PSK)

message-based synchronization protocol

m Processors have moved to new performance scaling regime
—> parallelism

= Decouple parallel execution from the model
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2. Model Accuracy and Validation

[ Abstract Model ]

l TUQ

[ Abstract Model

l TUQ

[ Abstract Model

l TUQ

[ Abstract Model

s How do we assess accuracy?
= NO baseline
= Borrow concepts from scientific models

= Uncertainty Quantification UQ)
= Model, and parameters

= Validation
= Trend analysis against real machines
= Invariants
» Prototyping
= Model correlation techniques from EDA
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3. Heterogeneity and Massive Parallelism

Vector Extensions
Programmable ) Programmable
Pipeline (GENG) AES Instructions Accelerator

Including

Display;
DMl and
Hisé: 110

-~

Multiple Models of Computation
Multi-ISA

16, PowerPC Intel Knights Corner

cores Accelerators
*Crypto Engine o i
*RegEx Engine WCORE  ,,, | IACORE
* XML Engine INTERPROCESSOR NETWORK
«CP<[press Engine e “Choe Cooe Do

COHERENT COHERENT COHERENT COHERENT
CACHE CACHE e CACHE CACHE

INTERPROCESSOR NETWORK

VECTOR | VECTOR VECTOR | VECTOR
IACORE | IACORE .. | IACORE | IACORE

FIXED FUNCTION LOGIC

MEMORY and I/0 INTERFACES
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Asymmetry vs. Heterogeneity

Performance Functional Heterogeneous
Asymmetry Asymmetry

= Multiple voltage and = Complex cores and simple
frequency islands cores
m Different memory m Shared instruction set Multi-ISA
technologies architecture (ISA) = _
= STT-RAM. PCM = Distinct microarchitectures = Microarchitecture
Flash ! ! m Memory &
Interconnect hierarchy
Uniform ISA Multi-ISA

T

1Li,, T., et.al., “Operating system support for shared ISA asymmetric multi-core architectures,” in WIOSCA, 2008.
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4. Multi-Scale

mHierarchy of application representations
m Applications = mini-apps = kernels - traces - analytic models

s Hierarchy of Architecture models
= Macro 2 meso = micro > RTL - gate - device

s Need abstract models of key features
= Time, space, and energy

= Ability to trade fidelity for scale

= Hybrid simulation

= Time stepped, discrete event, continuous time
= Getting to the end of CMOS
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Eiger: Performance Model Synthesis

RDEM RDEM RDBM RDBM

i Ilntermediate results ilnt&mecﬁatﬁ results i
o Cluster membership, Model Perf del
Recorded metrics ; roiected metrics . erformance models Reporting
Measurements = ‘:”E'lYS'S proj » | Construction -
asses

Static program Performance counters, e N
analysis Dynamic instrumentation {? LT }
¥ _."J' o E o
__.'" :\nv/uf;j’{
D_).. CPU |—= D __:'- - —""'.":;Ph:’. o a
e 8 °
i o Runtime and
o L) Model estimation, Energy Prediction
Application _ i Regression analysis:
T Compiler PCA, Varimax, and linear least squares

Instrumentation Cluster analysis nonlinear least squares
(C, C++, assembly)

m Collect instrumented data on simulators, FPGAs, or real
implementations

s Data analysis to synthesize performance models
m Execution time, energy, etc.

CODEX: A Hardware/Software Co-Design Process for the Exascale Era
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5. Energy/Power Stack

= Need robust energy/power models at all

[Application5] levels of abstraction
" Libraries mNeed to be able to audit the energy/power
_ Hbranes behavior of software and hardware

System sHow can we promote industrial
—Software collaboration while protecting IP?
 Microarch | = Creation of energy/power models that can
( ‘ be used by algorithm and software

RTL developers

[ Circuit ] Architecture Energy Model Algorithm/Application
- -
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Instruction-Level Energy Modeling

————
Performance :
> | Estmaor | Static Energy
1] ) | Total
= Functional Emulator Energy
=4 D icE
: — et | — ovn. Erergy
i ISA Energy
Model

Computational Instruction Memory Instruction

o Dynamic energy variation
L™ of instructions is smaller
| and easier to predict by
I analyzing the execution
J“ datapath.

0 0.2 0.4 0:6 O:B 1 00 0:2 0.4 0:5 0.8 1
normalized dynamic energy

occurrence rate
o
&
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6_ Coup“ng PhyS|Cal Models Joint work with S, Mukhopadhyay

Sponsors: SNL, SRC

System/software level controls — Example:

Applications workload control, thread scheduling, etc.
and Threads

workload (w(t))

i Core/cache Circui h level .
architecture, | Sreukorch leve conrols |
roorpIan_, ] control), thread migration, DVFS Dynamic Power and
Device/circuit Thermal Management

e n propertles
Archltecture & workload drlven
power models

Pl -

Sytmn;w LLTAQLLTRLTLTALY, cve S

Ssensors,

Response package, response
t o :

System thermal model

Power
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Interaction Between Reliability and Thermal Fields

Out qf-order core

In-order core
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Failure probability trace of a grid cell with variable race-to-idle periods,
compared to three continuous execution modes; LVF (0.8V, 2.0GHz),
NVF (1.0V, 3.0GHz), and HVF(1.2V, 4.0GHz)

64-core asymmetric chip multiprocessor layout
and failure probability distribution

= Non-uniformity in workload leads to non-uniformity in
degradation across the die

s Amplified by non-uniform core types
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Interaction Between Cooling and Power
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Simple Testing Results

coolant flow

micro-channel
through-silicon-via (TSY)

fluidie TSV .
~ bonding interface Energ y__/'ntrospector.
fluidic pipe Modeling of power,

fluidic channel

thermal, energy,
reliability and cooling in

Figure. A 3D thermal grid cell and package multicore 0'65/:9/75
model with liquid cooling, and partitioned die

stacks.
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lllustrative Results: 3D Coupling  1xsas grid 00tmm/gric el
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Note: Mean SRAM Read Time is
also affected ~ 3%-5%/
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/. Workload Modeling & Characterization

Multi-resolution

Large Graphs . “g—\ \
. S /A
Ny S < NVIDIA. "o ndhcl
el CUDA.
KK : =T " . N S g
Database and Data Warehousmg L ‘* = R\ v - C++ AMP

mt &va March?, == \

: “’,"f"’-’ content - 3 . -

S . C l a I S 1Wet)llp “

WiKi<

MEla Doopé 'w 1. Cilljse B

strate Communncatuons

night lnfon matxon
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= Emergent applications are increasingly irregular,
unstructured and hard to predict

= Workload models should be multifaceted, and multiple levels
of resolution
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8. Engineering a Simulator

21. Cost of building a validated useful 5@
ble

= New methodologies Tor building simulators

2. Accuracy

s Need for calibrated models
s Methodologies for constructing calibrated models

3. Performance
s Parallelism, multiscale, and hardware acceleration
4. Power and thermal models

s. Ease of use: Productivity and Management Tools
s Visualization, deployment, debugging, etc.
s Documentation & deployability

*From Outbrief: Performance Prediction and Simulation for Exa
Interconnect Workshop, Dok Institute for Advanced Architectulgs, July 2008

ion Networks,
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Composability and Portability

mSeparate timing, synchronization, and event management
from models = simulator kernels

= Model composition
= Assemble system models from component models
= Integrate third party tools
= Trade-off fidelity vs. scale

mLeverage extensive depth of point tools
= Interactions with industry

m Stability, testing, regression, documentation, release
engineering
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A Thought: Learn from Design Flows

EDA Optimizing Compiler
Va Digital |— Ve Analog |--«\\.

System Level I Circuit Level A 4
A Besl_g n Design - .
Function ] Runcton. | Lexical Analyzer Code Generator
+ C. Matlab, System Cadence
Behavioral Level
Simulation | v tokens low level IR
— Function Check | Layout v
Timing Check | %J {9 Parser Postpass
| oL ec I H
B | Processing Tech. Opt| mizer
~—  TSMC 0.26 um Cndence parse tree
| TSMC 0.18 um v machine code
Gate Level IBM 0.13 um ! .
S SPICE Netlist Extract | Semantic
Function Check I Analyzer
Timing Check l
Power Analysis | SPICE parse tree
[ swmopers Simulation v
Layout _Functon Check ) Intermediate
DRC Check I Timing Check | C d G t
LVS Check I | | Power Analysis I | 0de Lenerator
'-\\--- - ; '-\\-- - i
Cadence | HsPicE IR
— PNR of digital and analog circuit ) ’
hd Cadence
Extract the Netlist | oo
T Optimizer
Function Check I
Co-design simulation Timing Check | IR
(Analog & Digital)
Power Analysis |

3 Cadence & Synopsys
DRC, ERC & LVS Check

Fabrication ! MOSIS
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Implications

mNeed a hierarchy of representations
= Accompanied by successive refinement

mSome example simulation flow steps
= Parsing a system description language
= Model selection & instantiation
m Interconnection
m Partitioning & assignment,
= Design rule (model) check
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Example Y-Chart Based Design for Simulation

Mapping

Architecture
Reﬁnement /\

Analytic

Application

Algorithm/Symbolic

Functional Behavioral (e.g., message traces)
Transaction Functional/ISA (emulation)
Traces binaries
Abstraction Cycle level
area
power
Analysis
thermal
Size/weight/power

Physical

Based on the Y-Chart from D. Gajski, Silicon Compilers,Addison Wesley, 1987.
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Manifold

S. Yalamanchili, T. Conte, G. Riley
Sponsors: NSF, Sandia Labs, HP Labs, Oracle

\ composable parallel simulation system for heterogeneous, many core systems.
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N API

m Component-based and
extensible

m Mixed discrete event and
time stepped simulation

= From full system HW/SW
models to abstract timing
models

= From detailed cycle-level
to high level analytic
models

m Integration of third party
tools
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Summary: Challenges and Opportunities

1. Parallelism

2. Model Accuracy and Validation
3. Heterogeneity and Parallelism
4. Multi-scale

5. Energy/Power Stack

6. Coupling Physical Models

7. Workloads and Characterization

8. ENngineering a Simulator
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Thank You

Questions?
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