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Security Challenges in Cloud vs. HPC

Blue Waters petascale supercomputer at NCSA

HPCCloud

Low trust, built-in isolation
- Virtual Private Cloud
- Security Groups
- Encrypted FS in transit/at rest

Least privilege by default 
- Resource isolation

Target
- Service disruption
- Account takeover

Distributed monitoring
- Host-based agents

High Trust
- Federated authentication 
- Shared file systems, GPU drivers
- Message passing

High Privilege
- Custom code modification is norm
- More sensitive and proprietary data

Target
- Data exfiltration and IP theft
- Resource hijacking

Centralized monitoring
- Bastion host, optical tap
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Challenges
• Overwhelming noise and 

alert volumes

• Relying on late-state 
critical alerts

• Necessity of alert 
sequence detection

State of the Art

• Atomic alert-based 
system

• Black Hole Routing

• Deep generative models

Summary of Dynamic Factor Graphs for Attack Preemption (1)
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• Relying on late-state 
critical alerts

• Necessity of alert 
sequence detection

State of the Art

• Atomic alert-based 
system

• Black Hole Routing

• Deep generative models

Our Contributions
• Characterization of alert 

sequences in real-world, national 
scale HPC providing GPU 
resources

• Insights: 

(1) Critical alerts arriving late

(2) Alert sequences length from two to 
four for detection

(3) Similarity of attacks (95% show 
33% similar sequences)

(4) Timings of recurrent alerts matter.

• Dynamic Factor Graphs:

Uncertainty, conditional probabilities, 
and evolution of alerts 

Summary of Dynamic Factor Graphs for Attack Preemption (1)
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Future Work
• Providing data on emerging vulnerabilities

0-day in drivers of accelerators (GPU, QPU)

Provenance of AI models (data, code)

Quantum-resistant cryptography pef. overhead

MCP honeypot

• Focus on attack recovery

Automated integration with Black Hole Router

Minimize workload disruptions via checkpointing

• New research security policies on AI/HPC
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Part I. Data-Driven Insights
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Motivation for Data Curation
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Data Collection Statistics
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Data Collection System
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Alert Distribution: Common vs. Rare Alert

Rare Alerts occurred in real security incident is a 
strong indicator of an attack -> Quantifying 
uncertainty of critical alert is needed.
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Alert Similarities among Attacks

Past Data

syslog, alerts

Past 
Incidents 𝚫𝒕 ≈ 𝟕𝟐 𝒉𝒓𝒔 
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1

download
$ wget 
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compile $ gcc a.c –o a

execute # insmod

At 95% CI, any two security incidents share 33% of similar alert type.

Pairs of security incidents 
tend to exhibit alert 
sequences of 2 to 5 events 
in length
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Alert Interval Between Attack Attempts

Past Data
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execute # insmod

Timing and interval of alerts indicate the degree of automation (human or bot)
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Repeated Alerts vs. Irregular alerts



PHUONG CAO 18Dynamic Factor Graphs for Attack Preemption Secure-HPC at Supercomputing

Statistical test for precisely repeated alerts
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Testing for precise interval of alerts help filter bots vs. human-based attacks

Yang, Limin, Zhi Chen, Chenkai Wang, Zhenning Zhang, Sushruth Booma, Phuong Cao, Constantin Adam et al. "True attacks, 
attack attempts, or benign triggers? an empirical measurement of network alerts in a security operations center." In 33rd USENIX 
Security Symposium (USENIX Security 24), pp. 1525-1542. 2024.
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Part II. Dynamic Factor Graphs
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Why Dynamic Factor Graphs?

Factor 
Functions

Factor 
Functions

Factor 
Functions

Dynamic Factor Graphs

Uncertainty
Attack attempt vs. True Attacks
Critical alert vs. Regular Alert
Human  vs. Bot

Dynamism
Evolving attacks
Past information taken into account

Prediction
Inferring system state
and user’s intent.

Conditional
Probabilities

Time-evolving states

S(t+1) System state
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Why Dynamic Factor Graphs?
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Dynamic Factor Graphs
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Factor Functions

𝑆 = {𝑏𝑒𝑛𝑖𝑔𝑛, 𝑠𝑢𝑠𝑝𝑖𝑐𝑖𝑜𝑢𝑠, 𝒑𝒓𝒆𝒆𝒎𝒑𝒕𝒊𝒗𝒆, 𝑚𝑎𝑙𝑖𝑐𝑖𝑜𝑢𝑠}

Safe state Unsafe statePreemptive
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Factor Functions
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The likelihood of alerts in relation to attacks

• Identify sequences of alerts*

• Hypothesis Testing:
• Null Hypothesis (H₀): The alert sequence is not indicative 

of an attack.
• Alternative Hypothesis (H₁): The alert sequence is 

indicative of an attack.

• Test Statistic:
• Prior probability: Probability that an individual alert is an 

indicator of an attack
• Posterior Probability: The posterior probability of an attack 

given progressively more alerts
• P(Attack | A1) P(Attack | A2) P(Attack | A3)

*using Longest common subsequence (LCS) algorithm
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Part III. Results
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Alert Patterns
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Comparison of DFG vs. baseline
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Challenges
• Overwhelming noise and 

alert volumes

• Relying on late-state 
critical alerts

• Necessity of alert 
sequence detection

State of the Art

• Atomic alert-based 
system

• Black Hole Routing

• Deep generative models

Our Contributions
• Characterization of alert 

sequences in real-world, national 
scale HPC providing GPU 
resources

• Insights: 

(1) Critical alerts arriving late

(2) Alert sequences length from two to 
four for detection

(3) Similarity of attacks (95% show 33% 
similar sequences)

(4) Timings of recurrent alerts matter.

• Dynamic Factor Graphs:

Uncertainty, conditional 
probabilities, and evolution of alerts 

Summary of Dynamic Factor Graphs for Attack Preemption

Future Work
• Providing data on emerging vulnerabilities

Accelerator drivers (0-day)

Provenance of AI models (data, code)

Quantum-resistant cryptography

MCP honeypot

• Focus on attack recovery

Automated integration with Black Hole Router

Minimize workload disruptions via checkpointing

• New research security policies on AI/HPC
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