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questions. To view our template tutorials, go 

online to PosterPresentations.com and click 
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Zoom in and out 
 As you work on your poster zoom in 

and out to the level that is more 

comfortable to you.  
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Start designing your poster by adding the title, the 

names of the authors, and the affiliated institutions. 

You can type or paste text into the provided boxes. 

The template will automatically adjust the size of 

your text to fit the title box. You can manually 

override this feature and change the size of your 

text.  
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You can add images by dragging and dropping from 

your desktop, copy and paste, or by going to INSERT 

> PICTURES. Resize images proportionally by holding 

down the SHIFT key and dragging one of the corner 

handles. For a professional-looking poster, do not 

distort your images by enlarging them 
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Image Quality Check 
Zoom in and look at your images at 100% 

magnification. If they look good they will print well.  
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 Develop a model of parallel program locality that characterizes 
parallel embedded program behavior for performance and 
power consumption analysis 
 The model provides insights into memory behavior of parallel 

programs 
 The model can determine very good or optimal cache 

configurations that can drive application-specific system design 
and/or on-line cache reconfiguration 

 The model can determine the best degree of parallelism to 
exploit at runtime to achieve high efficiency 
 

 Locality Profile Model Details 

 Analyses are based on reuse distance (RD), extended to handle 
parallel programs to capture intra-thread locality as well as inter-
thread interactions  

 Focus on loop-based parallel programs (thread symmetry makes 
analyses tractable) 

 A small number of profiles can predict performance across 
different cache sizes, core counts, and problem sizes 

 

Overview 

 Uniprocessor Locality: Reuse distance (RD) is measured by 
playing a sequential program’s memory reference stream onto 
an LRU stack, and recording each memory reference’s stack 
depth.    

 The histogram of all RD values across an entire program is the RD 
profile which can predict cache performance:  the area under the 
RD profile beyond a reuse distance—and equivalently a cache 
capacity—X, is the number of cache misses for cache size X. 

 

 

 

 

 

 

Profiling Techniques 

Validation Study 

 Our insights on inter-thread interactions give rise to a model of 
locality for parallel programs, illustrated below.   

 This graph shows the PRD and CRD profiles (assuming 256 cores) 
and sequential program profile on the same plot.  These profiles 
illustrate cache performance. 

 

 

 

 

 

 

 

 

 Locality profiles typically decrease rapidly at certain capacities, 
marking different “working sets.”   

 Interference Region 

 PRD and CRD profiles are coincident due to very little sharing at 
small cache sizes 

 CRD/PRD profiles are linearly shifted versions of the sequential 
profile 

 Sharing Region 

 PRD/CRD profiles diverge due to overlap suppressing dilation in 
CRD caused by sharing 

 Linear scaling continues in the PRD profile, opening a gap 
between PRD and CRD which is due to replication across private 
stacks as well as invalidations. 

 Demarcation capacities have special meaning 

 Ccore : Parallel working set size 

 Cshare : Sharing granularity 

 

 

 

 

Multicore Scaling Framework Predicting Performance and Power 

Best Configurations Results 

 Predict power efficiency using our locality profiles for three 
PERFECT kernels. 

 Compute execution time and power consumption from profiles 

 Compute throughput (GIPs, or billions of instructions per second) 
from CPU execution time 

 Compute power efficiency (GIPs/Watt) from throughput and 
power 

 For each PERFECT kernel, from all possible predicted 
configurations, we identify the configuration  that achieves the 
highest power efficiency. 

 We chose 9 other (presumably non-optimal) configurations at 
random for comparison. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Validate the quality of the predictions made by our locality 
profiles 

 Using Graphite, we simulated the 10 configurations including the 
one with highest predicted power efficiency, and measured the 
achieved power efficiency on Graphite. 
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Characterizing Embedded Applications via 
Multicore Reuse Distance Analysis 

Config  L1 L2 Cluster Graphite Profiles 

1 8KB 32KB 1 1.754 2.397 

2 8KB 112KB 1 1.765 2.338 

3 8KB 48KB 32 1.713 2.332 

4 24KB 80KB 16 1.639 2.299 

5 32KB 192KB 8 1.762 2.205 

6 32KB 256KB 64 1.714 2.178 

7 24KB 384KB 16 1.623 2.102 

8 32KB 640KB 4 1.465 1.950 

9 24KB 768KB 2 1.415 1.903 

10 32KB 1MB 32 1.276 1.764 

Config  L1 L2 Cluster Graphite Profiles 

1 16KB 32KB 64 1.275 2.479 

2 16KB 32KB 32 1.249 2.350 

3 24KB 224KB 64 1.156 2.322 

4 32KB 96KB 1 1.106 2.248 

5 16KB 192KB 8 1.082 2.023 

6 24KB 640KB 32 0.912 1.953 

7 24KB 512KB 16 0.953 1.926 

8 24KB 112KB 2 1.097 1.856 

9 32KB 896KB 1 0.765 1.800 

10 32KB 1MB 2 0.715 1.407 

Config  L1 L2 Cluster Graphite Profiles 

1 32KB 320KB 1 1.466 2.095 

2 32KB 320KB 2 1.407 2.058 

3 32KB 320KB 4 1.425 2.045 

4 32KB 64KB 32 0.736 1.728 

5 32KB 512KB 256 1.350 1.726 

6 24KB 112KB 4 1.130 1.723 

7 32KB 1MB 8 0.531 1.722 

8 16KB 192KB 64 0.561 1.545 

9 24KB 768KB 256 0.569 1.393 

10 8KB 16KB 32 0.523 0.848 
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A single locality profile can predict cache misses at any cache size 

CRD/PRD profiles can predict cache misses for 
shared/private/clustered caches of any size 

Assess 1000s of cache configurations to explore design spaces rapidly 

Parallel Program 
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Cshare Ccore Optimal cache hierarchies  

 Multicore Locality: Compared to 
uniprocessors, must: 

 Handle multiple memory reference streams 

 Handle different types of caches, e.g. 
shared vs. private vs. cluster 

 Concurrent Reuse Distance (CRD)  

 Quantifies locality in shared caches 

 CRD is computed by interleaving the 
memory reference streams of all cores, and 
playing the interleaved stream on a single 
LRU stack.  

 Private-stack Reuse Distance (PRD)  

 Quantifies locality in private caches 

 PRD is computed by replicating LRU stacks 
(one per core), and playing each cores’ 
memory reference stream on its local LRU 
stack.   

 For writes, all stacks are searched, and any 
remote copies of the requested block are 
invalidated to maintain coherence.  

 Hybrid CRD/PRD  

 Quantifies locality in cluster caches  

 Shared caches (cluster size = total # of 
cores) and private caches (cluster size = 1 
core) are degenerate cases of cluster cache 

Scaled profiles can be predicted by extrapolating observed shift in 
small-scale profiles 
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Profile Prediction 

 Machine and problem scaling tend to shift locality profiles in a 
shape-preserving fashion 

 When scaling core count, memory interleaving between threads 
increases, which causes greater destructive interference. For 
programs with symmetric threads, this phenomenon is 
systematic because all threads exhibit similar locality. Therefore 
causing shape-preserving shift  

 Problem scaling can also cause systematic profile shift due to 
similar memory access patterns on larger data structures 

 Reference Groups technique:  Profiles of scaled configurations 
can be predicted by “diffing” small-scale profiles, and 
extrapolating observed shift rate 
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 Validated accuracy of locality profiles across 
9 parallel benchmarks 

 Considered a large architecture-application 
design space consisting of 8 core counts, 5 
private L2 sizes, 6 shared L3 sizes, and 4 
problem sizes, 3,168 configurations in total 

 Simulated all configurations on a detailed 
architectural simulator 

 

 

Locality profiles can estimate multicore cache performance (MPKI) to 
within 12.2% of simulations on average 

 Predicted cache performance for all configurations using as few 
as 72 locality profiles (CP-Pred) 

 We created models for predicting performance (CPU execution 
time) and power consumption from the cache-miss counts that 
our locality profiles provide to identify optimal configurations 

 CPU Execution Time Prediction 

 CPU execution time is predicted based on average memory 
access time (AMAT) from the cache-miss counts that our locality 
profiles provide 

 Power Consumption Prediction 

 For static power, we use the values that McPAT computes for 
each of the architectural components in the CPU 

 For dynamic power, we use the McPAT-computed values for per-
event dynamic energy. The event counts are derived from the 
locality profiles 
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