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Fueled by Algorithms

Improvements to classical graph theory have far-reaching potential to impact modern-day problem
solving

Results: In a reexamination of existing combinatorial optimization (graph) algorithms used to find the best
solution with minimum enumeration, scientists from Simula Research Laboratory (Norway), University of
Bergen (Norway), Purdue University, and Pacific Northwest National Laboratory explored the maximum
bipartite matching problem. In the context of solving a system of linear equations, this problem resolves how to
obtain the maximum number of nonzeros on the diagonal of a sparse matrix, where most entries are zero, by
exchanging rows and columns of the original matrix (refer to Figure 1), which can improve runtimes, efficiency,
and minimize errors.

Their first-of-its-kind work involved exploiting modern multi-core
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—and many more. While the theoretical foundations for network flow and
maximum matching were built as early as the 1950s by pioneers such as Ford, Fulkerson, Edmonds, Gale,
and Shapley, the fundamental shift in computing warrants a reconsideration of these classical algorithms to

exploit the power and efficiency of modern computers.

“Two things have happened in the recent past: our computers have become slower and parallel, and our data
have grown several orders of magnitude,” said Mahantesh Halappanavar, a scientist with PNNL’s Data
Sciences group (Analysis and Algorithms) and co-author of the paper describing this work. “Combinatorial
algorithms are ubiquitous and help us solve many challenging problems not only in science, but in day-to-day
life. Fast algorithms and efficient implementations targeting modern architectures and large-scale data will
have wide and lasting impacts on numerous applications.

“‘However, as we discuss in the paper, parallelization is a challenging research problem with no easy
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solutions,” he added. “Hence, we are exploring a new class of algorithms for maximum matching that have
direct implication for other algorithms, such as network flows.”

Methods: In their work, the researchers explored several techniques to expedite the computation of maximum
matching, including using greedy initialization algorithms, search-space pruning techniques, and switching to
serial computation when the algorithm runs out of concurrency. The impact of each technique was
systematically studied and supported with experiments on a large set of input data chosen from a diverse set
of applications. They then compared their new method with a separate class of algorithms based on the
standard technique of augmentation. Some of the authors were previously involved in a detailed study
regarding the efficiency of augmentation-based algorithms for maximum matching (refer to Azad et al. 2012).
Employing a Cray XMT supercomputer, the researchers implemented all of the algorithms in the C/C++
programming language using the OpenMP programming model to exploit multi-core architectures.
Experiments were conducted on multiple test systems with a varied numbers of processors to examine the
scalability of the proposed algorithms and present several lessons that are important to other researchers.

What’s Next? The techniques devised for the parallel push-relabel = : - u : =
algorithms potentially could be expanded to preflow-push algorithms used m CIE] am |(m
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atmospheric systems, or electrical current flows. Another immediate goal B e

is to implement a complete pipeline for computing the block triangular Figure 2: lllustration of a block triangular matrix,

form of a matrix (see Figure 2). which is computed based on the bipartite
maximum matching on the graph representation

. of a matrix. Details of this computation are
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